1 Overview

In last lecture, we introduce a tableau proof system to prove the validity of a proposition. But we should handle whether \( \alpha \) is a logic consequence of \( \Sigma \) or not. Here, \( \Sigma \) is called a set of premises. In this lecture tableau proof system is extended to handle this case.

Syntax and semantics are two parts of mathematics logic. Soundness and completeness theorem bridge this two components. Soundness guarantees that our proof always yields valid proposition. Completeness makes sure that there is definitely a proof to prove the validity of a valid proposition.

2 Deduction from Premises

Because a set of premises is introduced, we should define a new type of tableau proof system to handle the premises.

If \( \alpha \) is a consequence of \( \Sigma \), then any \( \mathcal{V} \) satisfying \( \Sigma \) should also make \( \alpha \) true. The problem can be simplified by considering the case when \( \alpha_i \in \Sigma \). Then, we can introduce a proposition \( \alpha_i \) into tableau in the form of \( T \alpha_i \).

**Definition 1 (Tableaux from premises).** Let \( \Sigma \) be (possibly infinite) set of propositions. We define the finite tableaux with premises from \( \Sigma \) by induction:

1. Every atomic tableau is a finite tableau from \( \Sigma \).
2. If \( \tau \) is a finite tableau from \( \Sigma \) and \( \alpha \in \Sigma \), then the tableau formed by putting \( T \alpha \) at the end of every noncontradictory path not containing it is also a finite tableau from \( \Sigma \).
3. If \( \tau \) is a finite tableau from \( \Sigma \), \( P \) a path in \( \tau \), \( E \) an entry of \( \tau \) occurring on \( P \) and \( \tau \) is obtained from \( \tau \) by adjoining the unique atomic tableau with root entry \( E \) to the end of the path \( P \), then \( \tau \) is also a finite tableau from \( \Sigma \).

If \( \tau_0, \ldots, \tau_n, \ldots \) is a (finite or infinite) sequence of finite tableaux from \( \Sigma \) such that, for each \( n \geq 0 \), \( \tau_{n+1} \) is constructed from \( \tau_n \) by an application of (2) and (3), then \( \tau = \cup \tau_n \) is a tableau from \( \Sigma \).

Similarly, we can redefine tableau proof as following:

**Definition 2.** A tableau proof of a proposition \( \alpha \) from \( \Sigma \) is a tableau from \( \Sigma \) with root entry \( F \alpha \) that is contradictory, that is, one in which every path is contradictory. If there is such a proof we say that \( \alpha \) is provable from \( \Sigma \) and write it as \( \Sigma \vdash \alpha \).
Because of $\Sigma$, it is important when a $\alpha_i \in \Sigma$ should be introduced. Generally, we can count the step $m$ to extend a tableau. When $m$ is even, we next just reduce a entry. Otherwise $\alpha_i \in \Sigma$ is introduced. To CST, we have the following property.

**Theorem 3.** Every CST from a set of premises is finished.

Unlike the CST in previous lecture, we can not guarantee the tableau to be finite. Because $\Sigma$ could be an infinite set. It means we can introduce premises as many as possible into our tableau.

Anyway, every entry in CST would be finally reduced. We can give several ways to expand CST in detail. Even if the proposition is an infinite sequence, we can also obtain the same property.

## 3 Syntax and Semantics

We first consider some example in linguistic. Especially, the word of a language with very long history may have several meanings. Consider the following example, which is

**Example 1.** Give you two Chinese characters “更衣”, what’s it mean?

- It means *change clothes* in modern Chinese.
- It means *go to washroom* in ancient Chinese.

If we consider acronyms in science documents, we can find many examples like the following:

**Example 2.** Give an acronym “IP”, what’s it mean?

- *Internet Protocol* in network.
- *Integer Programming* in operation research.
- *Interactive Proof* in complexity.

These two examples just shows that the same symbols represent different meaning, which would be known in the context.

We can also find examples in our experiences. Consider different programming languages.

**Example 3.** Give you the following programming segments:

1. in C, printf("Hello World!");
2. in Java, system.print("Hello World!");
3. in C++, cout<<"Hello World!";

All of them just output "Hello World!" on the screen.

In this example, different symbol sequences just try to complete one mission: print "Hello, World!" on the screen.

Briefly, syntax is a sequence of symbols, what you see; and semantics is the meaning behind the symbols, what you understand.
4 Soundness Theorem

Example 4. Given a proposition $\alpha = ((A \to B) \to (A \to C)) \to (B \to C)$, there is a truth valuation which make it false. Consider the tableau with the root as $F \alpha$

Following the non-contradictory path of tableau with root $F \alpha$, we observe that if truth value of $\alpha$ with truth valuation $V$ is the same as sign of root, it also holds for each entry along that non-contradictory path.

In preceding example, we have observed that there is a mapping between a truth valuation and the sign of proposition of each entry along the non-contradictory paths. Generally, we have the following Lemma.

Lemma 4. If $V$ is a valuation that agrees with the root entry of a given tableau $\tau$ given as $\cup \tau_n$, then $\tau$ has a path $P$ every entry of which agrees with $V$.

Sketch. While the tableau is being extending, the non-contradictory path is also extended after a entry is reduced. Then we can apply induction principle to the non-contradictory path. Let $P_n$ the non-contradictory path. Then $P_{n+1}$ is the new non-contradictory path after the reduction of a node.

So we can prove this lemma by induction on length of noncontradictory path $P_n$. For complete proof, we should take into consideration of 5 connectives when path is being extended.

By this lemma, we can easily prove the following soundness theorem.

Theorem 5 (Soundness). If $\alpha$ is tableau provable, then $\alpha$ is valid, i.e. $\vdash \alpha \Rightarrow \models \alpha$.

Soundness theorem means that a proposition must be valid if it has a tableau proof.

For the case with premises, we first expand the proof of Lemma 4. It is nature to introduce $T \alpha$ into a tableau. The truth valuation agrees with this signed entry. Now we have the following Theorem similarly.

Theorem 6 (Soundness with Premises). If there is a tableau proof of $\alpha$ from a set of premises $\Sigma$, then $\alpha$ is a consequence of $\Sigma$, i.e. $\Sigma \vdash \alpha \Rightarrow \Sigma \models \alpha$.

Soundness theorem means that a proposition must be a logic consequence of $\Sigma$ if it can be deduced from $\Sigma$.

5 Completeness Theorem

Tableaux proof system contains both syntax and semantics.

Example 5. Given a proposition $(\alpha \to (\beta \to \gamma))$, consider its tableau proof.

We all know $(\alpha \to (\beta \to \gamma))$ is never a valid proposition. Along the only one path, we can construct a assignment, where $A(\gamma) = F, A(\beta) = T, A(\alpha) = T$. A truth valuation $V$ extended by $A$ make it false.
Generally, we have the following Lemma.

**Lemma 7.** Let $P$ be a noncontradictory path of a finished tableau $\tau$. Define a truth assignment $A$ on all propositional letters $A$ as follows:

1. $A(A) = T$ if $TA$ is an entry on $P$.
2. $A(A) = F$ otherwise.

If $V$ is the unique valuation extending the truth assignment $A$, then $V$ agrees with all entries of $P$.

**Sketch.** We have known that a truth assignment can uniquely determine a truth valuation. Along a noncontradictory path, we can first construct a truth assignment with the method stated in lemma. When the tableau is being extended, a complicated proposition would be decomposed into one/two relatively simpler proposition(s). Then we just reverse the course. The induction is on depth of a proposition. □

In this lemma, we should pay attention to the method to construct a truth assignment. All members of the support of a proposition occur on the leaf node of its formation tree. But some would not occur on a noncontradictory path of a tableau. We only assign a proposition letter with sign $T$ to true on that path. All others are assigned to false if it has a sign with $F$ and does not occurs. This is called the *minimal positive information* principle.

With this lemma, we have completeness theorem.

**Theorem 8** (Completeness). If $\alpha$ is valid, then $\alpha$ is tableau provable, i.e., $\vdash \alpha$. In fact, any finished tableau with root entry $F\alpha$ is a proof of $\alpha$ and so, in particular, the complete systematic tableaux with root $F\alpha$ is such a proof.

Completeness theorem says that if a proposition is valid, we can find it a tableaux proof.

During the proof, we show a way to construct a model such that $V(\alpha) = F$ if the tableau is not contradictory.

For the case with premises, we have the following Theorem similarly.

**Theorem 9** (Completeness). If $\alpha$ is consequence of a set $\Sigma$ of premises, then there is a tableau deduction of $\alpha$ from $\Sigma$, i.e., $\Sigma \vdash \alpha \Rightarrow \Sigma \vdash \alpha$.

Completeness theorem says that if a proposition is a consequence of a set of propositions, it can be deduced from this set.

## 6 Hilbert Proof System

We introduce Hilbert proof system, also known as axiom proof system, as a reference to tableaux proof system.

We first give all the axioms. There are only three.
Definition 10. The axioms of Hilbert system are all propositions of the following forms:

1. \((\alpha \to (\beta \to \alpha))\)
2. \(((\alpha \to (\beta \to \gamma)) \to ((\alpha \to \beta) \to (\alpha \to \gamma)))\)
3. \((\neg \beta \to \neg \alpha) \to ((\neg \beta \to \alpha) \to \beta)\)

Actually, you can define different axioms. But we hope there are as few as possible. Just think about adequacy of connectives.

We also need the famous Modus Ponens principle, which is the only inference rule applying to propositions.

Definition 11 (Modus Ponens). From \(\alpha\) and \(\alpha \to \beta\), we can infer \(\beta\). This rule is written as follows:

\[
\begin{array}{c}
\alpha \\
\hline \\
\alpha \to \beta \\
\beta
\end{array}
\]

Now we can define Hilbert proof system.

Definition 12. Let \(\Sigma\) be a set of propositions.

1. A proof from \(\Sigma\) is a finite sequence \(\alpha_1, \alpha_2, \ldots, \alpha_n\) such that for each \(i \leq n\) either:
   (a) \(\alpha_i\) is a member of \(\Sigma\).
   (b) \(\alpha_i\) is an axiom;
   or
   (c) \(\alpha_i\) can be inferred from some of previous \(\alpha_j\) by an application of a rule of inference.
2. \(\alpha\) is provable from \(\Sigma\), \(\Sigma \vdash H \alpha\), if there is a proof \(\alpha_1, \alpha_2, \ldots, \alpha_n\) from \(\Sigma\) where \(\alpha_n = \alpha\).
3. A proof of \(\alpha\) is simply a proof from the empty set 0; \(\alpha\) is provable if it is provable from 0.

Example 6. Prove the following statements:

1. \((\alpha \to \beta) \to (\alpha \to \alpha)\).
2. \(\{\neg \alpha\} \vdash H (\neg \beta \to \alpha) \to \beta\).

The first can also be proved by tableau proof system. The way to prove the second would not be introduced until the next class. However, you can experience the difference between these two proof systems.
Exercises

1. If $\alpha$ is tableau refutable, then $\alpha$ is unsatisfiable.

2. If $\alpha$ is unsatisfiable, then there is a tableau refutation of $\alpha$.

3. Let $\Sigma$ be finite set of propositions and $\land \Sigma$ the conjunction of its members. Prove that for any proposition $\alpha$ the following are equivalent:

   (a) $\Sigma \models \alpha$.
   (b) $\models \land \Sigma \rightarrow \alpha$.
   (c) $\Sigma \vdash \alpha$
   (d) $\vdash \land \Sigma \rightarrow \alpha$.

4. Suppose $\Sigma$ is a finite set of propositions. Show that every CST from $\Sigma$ is finite.

5. Prove $\{ A \lor \neg B, B \lor \neg C, C \lor \neg D \} \models (D \rightarrow A)$.

6. Suppose proposition could be infinite long. Define a new method to construct a CST and prove that every CST is finished.

7. Prove that all axioms are valid in Hilbert proof system.

8. Is $((\alpha \rightarrow \beta) \rightarrow (\alpha \rightarrow \gamma)) \rightarrow (\alpha \rightarrow (\beta \rightarrow \gamma))$ valid? Otherwise, construct a truth valuation which make it false.